Using Peer-Production to Foster Bias Awareness among Online Content Consumers

Andrew W. Vargo
Keio University
Yokohama, Japan
vargo@kmd.keio.ac.jp

Benjamin Tag
The University of Melbourne
Melbourne, Australia
benjamin.tag@unimelb.edu.au

ABSTRACT
Peer-production systems have been used to facilitate the creation of high-quality data products such as encyclopedias, repositories of technical information and software code, and creative efforts like cookbooks and literature. A proposed extension of the peer-production model is the creation and provision of bias analysis. An ideal application could provide users with a well-defined bias score of content or consumption. However, peer-production systems themselves can be vulnerable to bias and manipulation. Therefore, in this paper, we discuss recommendations for constructing a working peer-production model and provide an overview of the challenges and realities. In order to ground the discussion, we present the “SANCTUARY” framework, a distributed peer-production system for fostering bias awareness among online content consumers.

CCS CONCEPTS
- Human-centered computing → Computer supported cooperative work; Collaborative content creation.
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INTRODUCTION
The effectiveness of micro-targeting and the success of falsified information distributed through social media channels have led to increasing concerns about consumption of biased information. Algorithms today accurately learn from user behaviour and supply a virtually endless stream of additional content of interest to the user in order to increase engagement. An unintended side-effect is that these algorithms ultimately reinforce users’ biases. Advances in artificial intelligence have led to a steady increase of learning algorithms that personalize information services, and ultimately foster the creation of social bubbles [18].

These technologies that enable targeted distribution of information are under scrutiny. To detect biases and raise awareness of biased information among users, different approaches have been deployed. These approaches often work on a direct level and/or on a system level. On a direct level, tests like Project Implicit\(^1\) at Harvard University, aim at accurately presenting individuals their unconscious biases. On a system level, bias detection using Artificial Intelligence (AI) or machine learning (ML) relies on classifiers, e.g., Gao’s system [12].

In all of these cases, a problem is the reliance on authority. This is especially important when considering that the people and organizations deciding what constitutes bias is vague [19]. Furthermore, the methodology for achieving the detection can be obtuse, and can be limited to specific areas and instances. For example, journalists could be cherry-picking edge cases which fail to convey the total truth and data scientists could be importing their own biases into their algorithms either unknowingly, or because they are using a data set with the faith that it is good. The data sets used in many studies [2, 9] either use or create data sets that rely on qualitative decisions. Since algorithms and in-depth online psychological profiling rely on mechanisms that work on levels beyond the understanding of laypersons, and/or may not work as popularly understood, as in the case of the Project Implicit [8, 13].

To solve these problems of trustworthiness of data sets, authority, and user agency, we propose the use of a peer-production based bias detection system, “SANCTUARY”. Working in cooperative groups has been shown to result in well compiled accurate corpora of information and in short periods of time [3, 7]. Having a community come to a consensus on a data product based on qualitative determinations could lend credence to the corresponding data product. This also allows for a possible human relationship and affinity between the resulting product and the users, as opposed to the reliance on authority as mentioned above. In this position paper, we will describe the background of

\(^1\)https://implicit.harvard.edu/implicit/
peer-production systems and the foundations necessary to develop a community, detail the application scenario, and conclude with a discussion of benefits and pitfalls of such peer-production systems.

BACKGROUND AND FOUNDATIONS
To foster the development of an effective peer-production system for bias-detection, we conducted an extensive investigation of peer-production systems. In the following we detail a summary of strengths, weaknesses, and crucial mechanics that inform the creation of SANCTUARY. Peer-production systems have a broad range of uses. Coined as "Commons-based Peer Production" by Yochai Benkler [7], peer-production systems range from broad collaboration efforts to highly organized communities. In this section, we first clearly distinguish peer-production from crowdsourcing, before examining the spectrum of control and social ties that are present in peer-production systems.

Peer-Production and Crowdsourcing
A crucial point for this proposal is the utilization of "Peer-Production" rather than that of "Crowdsourcing". While peer-production systems can be considered a subset of crowdsourcing, crowdsourcing carries a connotation of directed work that is non-community based [6]. That is, a requester asks a crowd or individuals from a crowd to fulfill an exact task. There is no community organization around this request, and freedom of choice in directing and accomplishing the task is severely limited. For example, a standard crowdsourcing task is to ask workers to label content for machine learning. The requester will provide the data set, the choice or range of labels, the time frame for task fulfillment, and the payment per label. There is no leverage for the crowd-member with the exception of accepting or rejecting the task. Just like this example, even though unpaid tasks do exist, many crowdsourcing tasks are motivated by monetary incentives.

In contrast to crowdsourcing, peer-production systems function on a community level, rather than depending on directed work. This means that motivation for which task is being complete is not driven by monetary incentives, but rather by a community that decides what to do and why. The production process is, therefore, under control of the participating users. This means that there is a level of freedom in how the community and individuals in the community approach and direct their own work. For example, a community iteratively developing its own taxonomy for tagging content. In summary, a fundamental aspect of peer-production is that there is no direct link between the output and monetization [5].

Models of Peer-Production Systems
Peer-production systems have many variations. In order to explain the general differences in peer-production systems, we compare two peer-production communities centered around computer programming.
Stack Exchange\(^2\) and Quora\(^3\) share a goal in that their target content is the asking of questions and their corresponding answers. However, the presentation and mechanics of the sites are noticeably different. This is because each community has a different drive towards achieving their goal. While any one question could be answered on any of the three sites, how it is answered is likely a function of the community.

**Stack Exchange.** Users compete in Question & Answer (QA) exchanges that are dictated by a reputation system. They vote on content and receive reputation points for contributions that are considered to be of high quality. They can choose their own identity, resulting in a wide range of profiles, reaching from pseudo-anonymous to real-world anonymous\(^{24}\). Users who gain reputation points are awarded privileges that allow them to participate in collaborative moderation of the site, e.g., the right to vote to delete unfit content\(^{10}\). The overall goal of the site is to create a highly accurate and non-redundant corpora of information for each domain in the site network. Thus, content is often redacted or merged by the community, and content organization is strict\(^{23}\). The moderation effort is aided by moderators who are elected by popular vote in the community\(^4\), and as of 2019, bots that can remove low-quality submissions and identify cheating\(^5\).

**Quora.** This site is a generalist QA community with a computer-programming subsection. Users do not compete for reputation points, but rather for exposure. Users typically expose their real-world identities which are linked to their areas of expertise. Users are essentially competing for views of their content and profiles. Quora has more lax rules for redundancy and content curation\(^{26}\), and instead focuses on removing spam. As such, users can make requests to the moderators and bots to remove content\(^6\).

Both communities have differences in their scope and approach to QA as made clear by their differences in mechanics and site design. These differences both are a result of and describe an influence on the community and its users and their ties to the task.

**The User Base**
A key question for any peer-production system is how to grow and maintain a user base. Without a dedicated user base, it is impossible to have a stable site.

**Achieving Critical Mass.** Critical mass is the concept of having a number of users which allow a system to find equilibrium. Two common patterns for communities are for the number of users to accelerate before plateauning or to decelerate until extinction\(^{20}\). Achieving critical mass in a peer-production system is difficult as it is unclear what particular thing needs to hit critical mass\(^{20}\). However, it seems that building a large user base at the beginning of a community is more important to the success of a community than building up material, and contributions often lag behind membership\(^{20}\). This
is important because it may go against an intuitive decision to focus on the product, believing that users will come if the product is worthy. Instead, developers should at least concurrently discuss the development of the product with the prospective community.

**Collaborative creation with the community.** Continuing from the above point, it is possible to jump-start a community by directly talking to and involving the interested community [17]. An example would be Stack Overflow\(^7\), the first domain site on Stack Exchange, where the owners made the creation of the site a collaboration with the community effort from the beginning. Having a relationship with an invested community makes it more likely that the system will benefit from a network effect [17, 21]. However, it can also create homophily and potential barriers to outside users [11].

**Power-law.** Power-law is a natural phenomenon for successful communities [20], describing the idea that a few users, relative to the many, contribute most of the "valuable" content in a system [1]. For instance, in QA we might see that many users contribute a few questions, but a relatively few will contribute the best answers [3]. Wikipedia\(^8\) is an example, where most successful projects have an equal distribution of edits between power-users (the most active) and rest of the community [20]. Despite this, attracting new users and maintaining casual users is also important to community growth [20, 27].

**Culture and Community**

Once a community has enough users to run itself, what can we expect from community behavior?

**Communities are often not welcoming.** An unfortunate feature of many peer-production sites is a calcification where new users are made to feel unwelcome by existing users [22]. Often, established users will criticize new users which has a direct negative impact on whether a new user stays and contributes value to the community. In addition, this sometimes even results in a community effectively cutting itself off from newer users, like Wikipedia [14]. Combating this entrenchment of established users is difficult, as appeals from moderators and administrators can go ignored [22].

**Communities can become biased.** A peer-production community can become biased to the point in which it no longer fulfills important aspects of its mission [16]. If leadership or power shifts towards a specific viewpoint, it can present the resulting data product as being a collective truth, rather than a representative truth. It, therefore, drives out opposing or non-complementary opinions and viewpoints. This describes the reinforcement of a social bubble, in which users will only seek to produce where they feel affinity with the group’s goals.

**Cultural Differences.** Peer-production is impossible to transfer without unexpected changes to the data product [4]. Review sites are notoriously culture sensitive, where there are different norms of
distribution [15]. Wikipedia and Stack Overflow are examples of where changing the language of a topic changes the content of the corresponding material, regardless of the technical nature of the topic [25].

OVERVIEW OF SANCTUARY

In order to have a grounded discussion of the merits of peer-production, we present the framework for SANCTUARY. SANCTUARY is an application to support individuals with monitoring their media and information intake. Previous research has shown that individuals tend to build social circles within which the majority of people are in agreement with each other on important topics, also known as “social bubbles” [18]. SANCTUARY aims to mitigate online bubbles and bias through fostering self-awareness of media consumption habits and a better understanding of crowd evaluation of content. In addition, this project will provide the public-at large with an important resource that is not based on data aggregated and controlled by large corporations or a government entities. This means that users can be more confident that their usage is not directly feeding entities that seek to control or extend their online media usage, and provides a check against automated services.

Peer-Production Mechanism

Users of the application would be both beneficiaries and contributors to the project. A user would provide evaluation on news content, identifying its political lean and controversy level, and would receive points for accurate evaluations that matches the crowd evaluation. At the same time, the user would receive peer-produced feedback on their consumption habits, showing them how they perceive information compared to their peers.

The proposed mechanics for the system is using an effective weighting system that leverages human-evaluation and scales for machine learning. The application will achieve its back-end through peer-produced ratings. The initial steps, therefore, requires a community of invested users to categorize material that can then be applied to the system. One of the essential parts of this project is to have an open platform that is independent of the overt influence of media producers and hosts, instead relying on its user base to power the application.

The base mechanism for this application is the rating of content from a variety of mainstream media sources. As shown in Figure 1., the proposed mechanic asks user to rate where the content places in the four political quadrants using a gradient scale. The evaluation of the content continues for each factor until the score stabilizes as visualized in Figure 2. Stabilization occurs when a maximal set of different score fails to move the aggregated score outside of the set threshold. The longer the stabilization takes, the higher the controversy coefficient.

Users are not allowed to see the ongoing score until stabilization occurs. The system mechanic gamifies the process by rewarding reputation points accurate evaluations and also rewarding earlier
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accurate evaluations. The goal of this gamification is to encourage users to contribute evaluations which reflect an objective opinion rather than an emotional one.

Another aim of the project is to take the system from centralized control, to one that has distributed administration, and can start to handle content from a wider range of sources. In order to do this, users who earn reputation points will gain privileges to help with system upkeep and possible auxiliary features like discussion forums and moderation.

**DESIGN RECOMMENDATIONS AND DISCUSSION**

In order for SANCTUARY to be successful, it needs to engage with an enthusiastic community of core users and read critical mass. This gives it the best chance of expanding a network of dedicated participants that can keep the system growing towards sustainability. However, it is important for the site designers to remember to pursue a purposefully diverse community. A risk for a peer-production system is that its community becomes an echo-chamber that produces agreement within itself but does not reflect a larger world. This may be the biggest challenge system designers, as it means they must continually invest in reinforcing the community message.

A peer-production system should not rely purely on altruism or self-improvement as motivations, but should encourage gamification and harness the power of competition. The benefits of competition seem to be an effective motivator for many users to contribute the best contributions possible, and at least serves as an important catalyst. However, developing the content rating systems and gamification is going to be an iterative process. It is vital for the developers to have a dialogue with the prospective community while developing the mechanisms. Engaging with a broad spectrum of potential users will help to ensure that the mechanism itself is not biased.

Determining the administrative level of control is going to be very important as the community ages. A loose administrative grip of the community would serve SANCTUARY as it seeks to scale upwards and have more distributed administration. But it also could lead to a situation in which the aim of the community is high-jacked by groups who hope to reduce system efficacy. A tight administrative grip, on the other hand, may fail to escape the biases of the system administrators and lose potential power-users. The designers will have to carefully negotiate the correct balance between direct and indirect, most likely with discussion and iterative attempts in the community building phase.

**CONCLUSION**

In this paper, we outlined the use of peer-production for the creation of a community-based system aimed at identifying and mitigating cognitive biases. A peer-production system has an important place in this area, as it provides an alternative to authority driven solutions. Instead of relying on authority, the system relies on the aggregation of human judgement.
Implementation of a peer-production system is not easy and requires careful community cultivation and maintenance. A project that uses peer-production to create an easily consumed index of bias is unlikely to ever become a dominant world-wide factor in combating cognitive biases. The needs for user tie to the tasks and community organization, along with the march towards power-law means that in the best case scenario, a project like SANCTUARY could only ever hope to a small but active and sustainable community. Most people will never commit to such a project. However, if the goal is to provide a counterbalance to authority driven systems, then this method has potential to make a human-driven statement in the field of cognitive bias detection and mitigation.
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